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Abstract    

Collisional-radiative models are used to provide material data to radiation hydrodynamics codes to model non-
equilibrium conditions.  Coupling the atomic kinetics to hydrodynamics and radiation transport presents multiple 
challenges, ranging from providing the required information over a wide range of conditions to maintaining energy 
conservation and numerical stability.  We discuss some of the physical and numerical issues that arise and present 
modifications and extensions to the usual collisional-radiative formalism to address these issues. 

 
 
1. Introduction 
 
Collisional-radiative (CR) models provide a detailed description of the behavior of atoms (and molecules) in 

plasmas over a wide range of conditions.  They have proven to be very useful tools for diagnosing plasma properties 
by analyzing emission spectra, but their utility extends far beyond this task.  Inherent in the detailed description of 
level occupations and transition rates is the information underlying the basic material properties used in radiation 
hydrodynamics (RH) codes.  Evaluating the material radiative properties (absorption and emission coefficients) and 
equation of state (EOS) with a CR model then extends the applicability of a RH code into regimes where the 
assumption of local thermodynamic equilibrium (LTE) is not valid, enabling modeling of a wider range of 
laboratory and astrophysical plasmas. 

Applying CR models within a RH code presents multiple challenges.  RH simulations of laboratory experiments 
often include many materials and span wide ranges in density and temperature.  The CR model for each individual 
element included must then cover all charge states that may be accessed during the simulation.  Computational 
efficiency becomes a major concern, so most RH simulations have used highly averaged models.  Additionally, CR 
models must remain valid over the wide range of non-LTE conditions encountered during many simulations, 
including high-density conditions where effects such as electron degeneracy and ionization potential depression 
(IPD) become important.  Incorporating these effects into the CR model is straightforward in some aspects, but 
problematic in others. 

Hydrodynamic and radiation transport calculations require not only basic material properties – energy density 
and pressure for hydrodynamics, absorption/emission coefficients for radiation transport – but also material 
responses, i.e. derivatives.  When LTE applies, the required derivatives are usually those with respect to temperature 
and density.  In the more general non-LTE case, other derivatives, e.g. with respect to photon intensities, may also 
prove useful.  Fortunately, a straightforward extension of the CR solution provides most derivatives with little 
additional computational effort.  The difficulties here lie in adapting algorithms in the RH code to use non-LTE 
material responses.  In particular, radiation transport often depends quite strongly on material response and handling 
the full non-LTE response significantly complicates solution algorithms. 

More subtle challenges arise from considering discretization effects.  Maintaining energy conservation in a RH 
simulation with both EOS and radiative properties provided by CR models demands consistency in the discretized 
equations, reflecting the fact that the same microphysics is responsible for both types of material properties.  
Discretization in time and photon frequency affects accuracy and energy conservation in a manner only slightly 
more complicated than that of a corresponding LTE simulation.  Discretization of energy levels in the CR model 
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affects energy conservation in a less obvious manner and can produce inconsistencies in radiative properties or 
energy balance. 

There are definite limitations on RH simulations using CR models.  It is not feasible for an in-line CR evaluation 
to incorporate all the physics required for deriving detailed material properties, especially outside the weakly 
coupled, low density plasma regime.  Nor is it realistic to expect that an in-line CR evaluation can provide the 
fidelity achieved by dedicated LTE opacity and EOS codes.  However, using material and radiative properties from 
even highly approximate non-LTE models is preferable to using the best LTE information when LTE is a poor 
approximation.  The philosophy espoused here is to use the best affordable CR models in the RH simulation, while 
taking care to avoid discretization effects as much as possible, to most accurately model the overall evolution of 
mass and energy.  If desired, more involved CR models can be utilized afterwards in a post-processing mode to 
check consistency or obtain detailed spectral predictions. 

 The following section presents the basic formalism and material properties considered in this chapter.  
Extensions of the basic formalism for calculating derivatives are presented in section 3, along with comments about 
utilizing the derivatives in a RH code.  Incorporating two high-density effects, ionization potential depression and 
electron degeneracy, into a CR model is addressed in section 4.  Section 5 analyzes effects arising from discrete 
photon frequencies and energy levels, while section 6 then discusses issues arising from time discretization and 
operator splitting in the context of a radiation transport simulation. 

 

 
2. Governing equations 
 
The basic collisional-radiative formalism has been presented in Chapter 1.  We repeat it here both to establish the 

nomenclature used in this chapter and to provide expressions used in later sections and to define basic material 
properties of interest.  We also specify the equations used for radiation transport, for both the “thermal” radiation 
transport that is prevalent in RH codes and for line radiation transport. 

 
a) Atomic kinetics 
 
The fundamental description utilized by a CR model consists of distributions of atoms (in any possible charge 

state), electrons and photons.  The electrons can occupy discrete bound states, enumerated with a set of atomic 
levels, or a continuum of unbound (free) states.  Each bound state i is characterized by its population yi, statistical 
weight gi and energy Ei.  The distribution of atomic populations y amongst the bound states is determined by the rate 
equation 

 dy
dt

= Ay   (2.1) 

where the rate matrix A includes all transitions between pairs of levels.  The time derivative here is a total derivative 
and contains spatial transport terms.  In this chapter we shall treat Eq. (2.1) in the Lagrangian context in which 
spatial transport terms are absent. 

While we are primarily concerned here with handling a general non-LTE distribution of populations, we first 
state properties of the LTE distribution for a given electron temperature Te and density ne.  Within a given charge 
state, the bound states obey a Boltzmann distribution 

 yi
yj

= gi
gj
e−(Ei−Ej )/kTe   (2.2) 

while the populations of neighboring charge states are related by the Saha equation 

 Ni+1

Ni

ne = 2
2πmekTe

h2
⎛
⎝⎜

⎞
⎠⎟
3/2 Zi+1(Te )

Zi (Te )
e−ΔE /kTe   (2.3) 

Here, Ni, Ni+1 are the total populations of charge states i, i+1, separated by ionization potential ΔE, and 

 Zi = gje
−(Ej−Ej

0 )/kTe

j∉{i}
∑   (2.4) 

is the partition function for charge state i (with ground state energy Ej
0) with the sum running over all bound states j 

within charge state i. 
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The transition rates themselves depend on the free electron and photon distributions and also affect the local free 
electron distribution, as dictated by number, charge and energy conservation.  In most applications of CR models, 
the free electrons are assumed to equilibrate quickly and are described with a thermal distribution characterized by 
temperature Te.  Similarly, the ions are described with a thermal distribution characterized by temperature Ti.  Non-
local evolution of these thermal distributions occurs within the RH code using hydrodynamics and conduction.  
Non-thermal electron distributions can arise from a variety of physical processes and may also be present in a RH 
code.  Using these non-thermal distributions within a CR model is straightforward and has been addressed in [1].  
Evolving these distributions in time may be important for applications with particularly short timescales [2] or low 
densities [3], and can be done in conjunction with a CR model [3-5].  However, in this chapter we assume the 
electrons are thermalized and, at low densities, are described by the Maxwellian distribution 

 fe ε( ) = ne 4π
1

πkTe

⎛
⎝⎜

⎞
⎠⎟

3/2

ε1/2e−ε /kTe   (2.5) 

where ε refers to the electron energy and we have assumed nonrelativistic electrons with .  For a plasma 
which is overall charge neutral, the electron density will satisfy 

 ne = zi
i
∑ yi   (2.6) 

where zi is the net charge associated with level i. 
The collisional rate for the i!j transition of energy Eij is obtained by integrating over the electron distribution fe  

 Cij = v ε( )
Eij

∞

∫ σ c
ij ε( ) fe ε( )dε   (2.7) 

where σc
ij is the collisional cross section as a function of electron energy ε.  The inverse j!i rate can be obtained 

from the principle of detailed balance, which states that in equilibrium, any reaction is exactly counterbalanced by 
its inverse reaction (see [6] for a more detailed discussion).  For an LTE population distribution and thermal electron 
distribution, we then have yiCij = yjC ji . 

Radiative transition rates can be obtained in a similar manner.  The radiative rate for the i!j transition is 

 Rij = 4π σν
ij Jν

dν
hν0

∞

∫   (2.8) 

where σν
ij is the radiative cross section as a function of photon frequency ν and Jν is the angle-averaged photon 

intensity as described below.  In equilibrium, the inverse rates satisfy yiRij = yjRji  but have both spontaneous and 
stimulated (∝Jν) components 

 Rji = 4π
yi
yj

⎛

⎝⎜
⎞

⎠⎟

LTE

σν
ij Jν +

2hν 3

c2
⎛
⎝⎜

⎞
⎠⎟
e−hν /kTe dν

hν0

∞

∫   (2.9) 

For bound-bound radiative transitions, the absorption cross section is described with the profile function φij  
 σν

ij =σ ijφij ν( ) , φij ν( )dν = 1∫   (2.10) 

and is usually assumed to be non-zero only in a narrow frequency range centered around hνij = Ej-Ei.  In this 
approximation, the transition rates are given by 

 Rij =
4π
hν ij

σ ij Jij , Rji =
gi
gj
4π
hν ij

σ ij 2hν ij
3

c2
+ Jij

⎛

⎝⎜
⎞

⎠⎟
  (2.11) 

where 

 Jij = Jν φij ν( )dν
0

∞

∫   (2.12) 

The primary output from a CR model is the atomic level population distribution.  The population densities, along 
with the CR model parameters (energy levels and transition rates) then serve as the building blocks for the basic 
quantities of interest for the RH code – material energy density and pressure, plus absorption and emission 
coefficients. 

 
b) Material properties 

ε = 1
2 mev

2



 4 

 
For a RH code, the primary material properties of interest are the material energy density Em and pressure Pm.  

Here we assume a low density plasma so that we may neglect particle interactions and use an ideal gas EOS for the 
thermal energy and pressure, augmented by the internal energy density due to the distribution of excited states. 

 
Em = 3

2 nekTe + 3
2 nikTi + Eint , Eint = Eiyi

i
∑

Pm = nekTe + nikTi
  (2.13) 

Modifications to these expressions at high density will be considered in Sec. 4. 
The absorption (αν) and emission (ην) coefficients are constructed by summing over all radiative transitions 

 αν = σν
ij yi −

gi
gj
yj

⎛

⎝⎜
⎞

⎠⎟i< j
∑ , ην =

2hv3

c2
σν

ij gi
g j
yj

i< j
∑   (2.14) 

where σν
ij is the cross section at frequency ν for the i!j radiative transition and we have neglected the contribution 

of scattering to the emission coefficient. 
If the bound states have an LTE distribution, then the absorption and emission coefficients are related by 

Kirchoff’s law 

 ην

αν

= 2hν
3

c2
1

ehν /kTe −1
= Bν   (2.15) 

where Bν is the Planck function. 
 
c) Radiation transport 
 
In contrast to ions and electrons, photons do not equilibrate quickly and can have very long mean free paths.  

Radiation transport methods are used to evolve the photon distribution in space and time, most commonly as an 
equation for the specific intensity Iν, 

 
   
1

c

∂ I
v

∂ t
+

Ω •∇I

v
= −α

ν
I
ν
+η

ν
= −α

ν
S

ν
− I

ν( )   (2.16) 

where the second equality introduces the source function 

 Sν =
ην

αν

  (2.17) 

The specific intensity is related to the photon phase space distribution function fγ by 

 
 
Iν =

2hν 3

c2
fγ (
r ,ν ,

Ω, t )   (2.18) 

Because of the strong coupling between the radiation and matter, the radiation transport equation is solved 
together with an equation describing the relevant aspect of material evolution.  In RH codes that must account for 
significant energy transport by radiation, this is usually the material energy equation 

 dEm

dt
= 4π αν Jν − Sν( )∫ +Q   (2.19) 

where Jν is the angle-averaged intensity 

 Jν =
1
4π

Iν d∫ Ω   (2.20) 

and Q represents any additional energy sources. 
In codes that are specialized to low densities, the material evolution is described directly by the CR system.  In 

this case, the radiation in a narrow frequency range, e.g. a single strong line transition, directly couples to the level 
populations.  The prototypical example of this type of system is the two-level atom with a single discrete radiative 
transition and a collisional transition.  The source function for such a system, obtained under the approximation that 
the width of the spectral line is narrow (and assuming complete redistribution), becomes 

 Sij =
2hν ij

3

c2
1

giyj gjyi( )−1 = 1−θ( )Jij +θBij   (2.21) 

where Bij is the Planck function evaluated at νij and θ depends on Cij and the spontaneous component of Rij.  
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Solution algorithms exploit the fact that Sij is independent of frequency and is a linear function of .  The complete 
source function, with contributions from overlapping line and continuum transitions, is more complicated but retains 
a strong dependence on J  at densities low enough that collisions do not dominate the transitions from the upper 
level. 

 
 

3. Non-LTE Material Response 
 
A stand-alone CR calculation calculates transition rates and, from those, population distributions for a given set 

of physical conditions – primarily the (electron or ion) density and temperature, plus the photon distribution.  The 
calculation may involve a time evolution of the populations, but it does not involve a time evolution of the 
conditions.  When used within a RH code, the mass density (plus elemental concentrations) fixes the total ion 
densities.  Evolving the mass density and temperature is a task for the RH code, or at least for equations and 
algorithms outside the CR structure.  The rate equation is predominantly linear in the populations and most solution 
methods only require evaluating the rates for the single set of conditions at the beginning of each timestep.  The 
material properties passed to a RH code are then evaluated with updated populations from the end of the (atomic 
kinetics) timestep.  By contrast, solution methods for evolving the non-linear equations of radiation transport and 
hydrodynamics over a timestep typically require evaluating material properties for multiple sets of conditions or, 
commonly, for the conditions at the beginning of the (hydrodynamics / radiation transport) timestep along with a set 
of derivatives to model the response of those properties to changing conditions throughout the timestep.  For 
example, hydrodynamic simulations typically describe the material response with an EOS, including the associated 
thermodynamic derivatives.  Thermal radiation transport algorithms depend on the relationship between E and T, 
including the specific heat, while efficient line radiation transport algorithms using some form of linearization 
depend on derivatives with respect to J . 

The rate equation is only pseudolinear in the populations when trying to satisfy charge neutrality, as the electron 
density used to evaluate the rates itself depends on the populations.  However, the non-linearity is usually quite mild 
and can be handled by iterating the CR calculation to converge the electron density.  Solution methods for the rate 
equation that subdivide the timestep also may reevaluate rates with updated electron densities.  In neither case do the 
physical conditions specified by the RH code – mass density, temperature and radiation spectrum – change between 
evaluations of the CR equations. 

Forming derivatives of material properties dependent on the populations requires derivatives of the populations 
themselves.  This is a crucial point, as the populations respond strongly to changes in the physical conditions.  
Failure to include accurate population derivatives can lead to material property derivatives that are drastically in 
error, severely affecting the stability and accuracy of the RH algorithms. 

Fortunately, those population derivatives can be obtained without a great deal of additional effort.  For example, 
the derivatives with respect to electron temperature can be obtained by integrating 

 
d
dt

∂y
∂Te

= ∂A
∂Te
y +A ∂y

∂Te
  (3.1) 

over a single timestep subject to the initial condition 

 
∂y
∂Te

(t = 0) = 0   (3.2) 

Derivatives of the transition rates can be calculated at the same time as the rates themselves at a small additional 
cost and Eq. (3.1) can be integrated in parallel with Eq. (2.1).  For instance, discretizing Eq. (2.1) with the common 
fully implicit single step backwards Euler method produces 

 1
Δt
yn+1 − yn( ) = Ayn+1 ⇒ yn+1 = I− ΔtA( )−1 yn   (3.3) 

while the equation for the temperature derivative becomes 

 1
Δt

∂yn+1

∂Te
− ∂yn

∂Te

⎛
⎝⎜

⎞
⎠⎟
= ∂A
∂Te
yn+1 +A ∂yn+1

∂Te
⇒ ∂yn+1

∂Te
= I− ΔtA( )−1Δt ∂A

∂Te
yn+1   (3.4) 

Not all rates contribute to the right hand side of Eq. (3.4).  For instance, radiative excitation, de-excitation and 

J
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ionization rates are not explicitly dependent on temperature or electron density, while derivatives with respect to J
for a single transition result in only four non-zero entries in ∂A/∂ J . 

It remains to relate the derivatives required by the RH code to those obtained from the CR system, which is 
solved at fixed ρ and Jν.  A minor complication is that the (self-consistent) temperature and electron density are not 
independent variables.  The required derivatives can be obtained from 

 
∂yi
∂T

⎛
⎝⎜

⎞
⎠⎟ ρ

= ∂yi
∂T

⎛
⎝⎜

⎞
⎠⎟ ne

+ ∂yi
∂ne

⎛
⎝⎜

⎞
⎠⎟ T

∂ne
∂T

⎛
⎝⎜

⎞
⎠⎟ ρ

 (3.5) 

 ∂yi
∂ρ

⎛
⎝⎜

⎞
⎠⎟ T

= ∂yi
∂ρ

⎛
⎝⎜

⎞
⎠⎟ ne

+ ∂yi
∂ne

⎛
⎝⎜

⎞
⎠⎟ ρ

∂ne
∂ρ

⎛
⎝⎜

⎞
⎠⎟ T

  (3.6) 

Using the fact that the CR system is linear in yi, ∂yi / ∂ρ( )ne = yi / ρ , and we can sum Eq. (3.6) over levels using Eq. 

(2.6) to produce the relationship 

 ρ ∂ne
∂ρ

⎛
⎝⎜

⎞
⎠⎟ T

= ne 1− zi
∂yi
∂ne

⎛
⎝⎜

⎞
⎠⎟ ρi

∑
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

−1

  (3.7) 

which is useful in calculating the derivatives with respect to density. 
A more problematic complication has to do with the fact that the physical state for the CR model is defined in 

terms of more variables than was true under the assumption of LTE.  The derivatives measuring the response to 
changes in one variable with all other variables held constant from the CR calculation do not carry the same 
information as the corresponding derivatives from an LTE calculation.  This is not problematic in calculating the 
derivatives with the CR model, but rather in using them in the RH code. 

We illustrate this with the example of the specific heat at constant volume, cV = ∂ε/∂T, a quantity used in thermal 
radiation transport and potentially in many other contexts in a RH code.  Consider the relationship between the 
material energy density Em, the material properties and the radiation field: 

 Em = 3
2 ne + ni( )kT + Eint T , Jν ,t( )   (3.8) 

Here, ne (ni) is the number density of the free electrons (ions), which are assumed to have a thermal distribution 
corresponding to the material temperature T (and we have assumed T=Te =Ti for simplicity).  Eint is the material 
internal energy, which depends not only on the temperature and density, but also on the radiation field, denoted by 
Jν, and on the time t.    Since thermal radiation transport calculations are done at fixed mass density, all derivatives 
are taken at constant ρ and we then focus on the temperature and radiation field as the relevant variables. 

For material in LTE, the internal energy at constant density depends only on temperature.  The changes in 
material energy density and temperature are then related through the specific heat cV: 

 
dEm

dt
= cV

LTE dT
dt

, cV
LTE = ∂Em

∂T
⎛
⎝⎜

⎞
⎠⎟ Jν =Bν

  (3.9) 

Implicit in this formulation is the assumption that either radiative interactions are completely unimportant or that the 
radiation also has a thermal distribution, i.e. Jν = Bν, where Bν is the Planck distribution.  In the more general non-
LTE formulation, the change of material energy density is comprised of three different types of terms: 

 
dEm

dt
= ∂Em

∂T
⎛
⎝⎜

⎞
⎠⎟ Jν

∂T
∂t

+ ∂Em

∂Jν

⎛
⎝⎜

⎞
⎠⎟ Tν

∑ ∂Jν
∂t

+ ∂Em

∂t
⎛
⎝⎜

⎞
⎠⎟ Jν ,T

  (3.10) 

The first term on the right hand side of this expression describes the response of the material energy density to a 
change in temperature, with fixed radiation densities, while the second term describes the material response to a 
change in radiation at fixed temperature.  The coefficient of the first term can be defined as the non-LTE specific 
heat, related to the LTE specific heat by 

 cV
LTE = cV

NLTE + ∂Em

∂Jν

⎛
⎝⎜

⎞
⎠⎟ Tν

∑ ∂Bν

∂T
, cV

NLTE =
∂Em

∂T( )
Jν

  (3.11) 

The last term arises from evolution of the material at fixed temperature and radiation, and acts as a source or sink of 
energy.  We will consider this term further in Sec. 6, but will neglect it for the remainder of this discussion. 

Non-LTE effects become significant at densities low enough so that collisional transition rates no longer 
dominate the important radiative rates.  A numerical example illustrates the relative importance of the temperature 
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and radiative responses to the specific heat.  For this example, we calculate the specific heat of a Kr plasma at three 
different densities.  Figs. 1a - 1c show the specific heat as a function of temperature for ion number densities of 1018, 
1020 and 1022 cm-3, respectively.  In each figure, the solid line gives the LTE specific heat, cV

LTE, while the dotted 
line gives the non-LTE specific heat cV

NLTE evaluated assuming a Planckian radiation field at the given temperature, 
and the dashed line gives cV

NLTE evaluated assuming no radiation field. 
 
 

 
 
 

 
 
Fig. 1.  (a) Specific heat per ion as a function of temperature for a Kr 
plasma of number density 1018 cm-3, in units eV/eV.  The solid line gives 
the LTE specific heat, the dotted line gives the non-LTE specific heat for 
a Planckian radiation field (Tr = Te, where Te is the material temperature 
and Tr is the radiation temperature), and the dashed line gives the non-
LTE specific heat with no radiation field (Tr = 0).  (b) Same as (a) for a 
number density of 1020 cm-3.  (c) Same as (a) for a number density of 1022 
cm-3. 
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At the highest of the three densities, LTE is a good approximation and the specific heat varies little with the 
radiation.  As the density decreases, the difference between cV

LTE and cV
NLTE increases, and it becomes apparent that 

the material radiative response dominates the temperature response.  Regardless of any other considerations, use of 
the LTE specific heat at low densities in the presence of non-Planckian radiation fields will not describe the material 
energetics correctly.  Similarly, use of the non-LTE specific heat without accounting for the radiative response will 
not produce accurate results.  Implications of this for radiation transport are discussed in [7]. 

 
 
4. High density effects 
 
a) Ionization Potential Depression 
 
The starting point for almost all CR models is the development of an atomic model for each element, providing 

both the energy level structure for that element and information needed to calculate transition rates (e.g. oscillator 
strengths).  This data is commonly provided for an “isolated atom”, i.e. calculated in the absence of boundaries or 
neighboring ions.  However, the plasma environment affects both the structure and the rates, and these changes must 
then be incorporated in the evaluation of the CR model rather than in the atomic data.  At low densities, the changes 
are minor and can be incorporated easily.  At high densities, the changes are dramatic and impact many aspects of 
the CR model. 

In the “isolated atom” limit of vanishing density, the partition function for a given element (or charge state) 
becomes infinite, since the atomic levels extend to infinity in principal quantum number, with increasing degeneracy 
but finite energy. The electrostatic potential due to the presence of free electrons and neighboring ions at a finite 
density effectively lowers the ionization potential and truncates the partition functions.  This phenomenon is referred 
to as “pressure ionization”, “continuum lowering” or “ionization potential depression” (IPD).  At low densities, this 
truncation may happen at higher principal quantum number n than those included in the CR atomic data and the 
effects are (hopefully) negligible.  Under conditions obtained in recent experiments [8], the truncation occurs in the 
neighborhood of n ~ 2-3.  Theoretical modeling of these experimental results is currently an active research area, as 
extant IPD models are not completely satisfactory for these conditions.  For the purpose of this section, we adopt a 
model and discuss its implementation in a CR model. 

A widely-used model for IPD, due to Stewart and Pyatt [9], was described in Chap. 1 and we reproduce the 
relevant formulas here.  An ion of net charge z after ionization (with z=1 for a neutral atom) experiences a reduction 
in ionization potential of magnitude 

 ΔEz =
1+ a

λD
( )2/3 −1⎡

⎣
⎢

⎤

⎦
⎥

2 z* +1( ) , z* =
zi
2Ni

i
∑

ziNi
i
∑   (4.1) 

where zi = (z-1) is the ion charge, λD is the Debye radius and a is the ion sphere radius 

 λD = 4πe2

kT
(z* +1)ne

⎡

⎣
⎢

⎤

⎦
⎥

−1/2 , a = 3z
4πne

⎛
⎝⎜

⎞
⎠⎟

1/3

  (4.2) 

and, for simplicity, we have assumed T = Te = Ti.  At low density / high temperature, this expression limits to the 
Debye-Hückel model, while at high density / low temperature, it limits to the ion sphere model 

 a
λD

<<1: ΔEz =
ze2

λDkT
, a

λD

>>1: ΔEz =
3
2
ze2

akT
  (4.3) 

A straightforward implementation of this in a CR model simply deletes levels in each charge state z that are 
bound by less than ΔEz.  In practice, several difficulties arise from this simple implementation.  The IPD changes the 
ionization balance by an amount depending on the plasma conditions, so the iterative process of obtaining a self-
consistent value for ne to maintain charge neutrality becomes more complicated.  Since the existence of a particular 
bound state depends discontinuously on ne, the iterations may oscillate rather than converge.  Similar statements 
apply to constructing derivatives with respect to temperature and electron density, as the energy levels Ei now also 
depend on the plasma conditions.  The derivatives themselves will also be discontinuous, possibly leading to 
numerical difficulties in the RH code. 
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We also note that at high enough densities (or low enough temperatures), some charge states may end up with no 
bound states remaining, with the most neutral charge states disappearing first.  Due to the approximate nature of the 
model, the remaining charge states may not be contiguous under all conditions.  This can also lead to erroneous 
behavior in the CR model if not guarded against.  The disappearance of the most neutral charge states at high density 
and low temperature crudely mimics the formation of nonlocalized conduction bands in metals, but the CR model 
lacks the necessary physics to transition to a solid state.  See [10] for an attempt to link to some aspects of a solid 
state model. 

Allowing the bound states to gradually disappear can ameliorate the discontinuous behavior.  Physical 
justifications for this are the broadening of the level with increased perturbations and fluctuations in the electrostatic 
potential due to thermal motions of the ions.  In practice, the gradual disappearance is achieved by decreasing the 
degeneracy gi of level i so that it smoothly vanishes over an appropriate range of densities.  Zimmerman and More 
[11] introduced a simple version of this in the context of an average-atom model.  A more comprehensive approach, 
the occupation probability formalism [12], derives the reduced degeneracies and partition function truncation from 
contributions of 2-particle interactions to the Helmholtz free energy, ensuring a thermodynamically consistent EOS 
in LTE.  The application of this formalism to non-LTE simulations is discussed in [13]. 

The interactions that truncate the partition function also imply the existence of additional terms in the expressions 
for the plasma energy density and pressure.  Coulomb interactions between charged particles, in particular, can make 
significant contributions to these quantities. The connection between reduced degeneracies / occupation probabilities 
and contributions to the free energy is discussed in [12], with the result that interactions linear in number density do 
not contribute to the energy density or pressure.  This will be approximately true for most interactions in the low-
density limit, so we will neglect pressure terms from the reduced degeneracies. 

The Coulomb interaction terms can be obtained from the free energy and, in general, provide a negative 
contribution to the pressure. At low density, using Debye-Hückel theory, the pressure contribution is 

 Ecoul = − kT
8π

1
λD
3 = − 1

2
e2

λD

(z* +1)ne , Pcoul =
1
3
Ecoul   (4.4) 

An analytical expression for the free energy term that extends this result to include electron degeneracy is presented 
in [14].  At high densities, the ion sphere limit for Coulomb interactions is 

 Ecoul = − 9
10

e2

a
z*ne , Pcoul =

1
3
Ecoul   (4.5) 

Note that at sufficiently high densities, the total pressure can become negative due to the Coulomb term.  However, 
at these densities non-LTE effects in the EOS are liable to be small and using values from a more consistent LTE 
EOS is likely to be a better option. 

 
 
b) Electron degeneracy 
 
For thermal electrons described by temperature Te, the Maxwellian distribution considered so far is only valid at 

densities low enough so the electrons are not degenerate.  Higher densities, or lower temperatures, require use of the 
Fermi-Dirac distribution, in which the mean occupation of a state of energy ε is given by 

 Fe ε( ) = 1
1+ e ε−µ( )/kTe   (4.6) 

and the electron distribution function is 

 fe ε( ) = 4π 2me

h2
⎛
⎝⎜

⎞
⎠⎟
3/2

ε1/2Fe ε( )   (4.7) 

Here, µ is the chemical potential, related to the electron density ne through 

 ne = dε fe ε( )
0

∞

∫ = 4
π

2πmekTe
h2

⎛
⎝⎜

⎞
⎠⎟
3/2

I1/2 (µ / kTe )   (4.8) 

where Im is the Fermi-Dirac integral of order m and we have assumed non-relativistic electrons with .  
In the low-density limit, -µ/kT>>1, the chemical potential and electron density are simply related through 

ε = 1
2 mev

2
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 eµ/kTe = ne
2

h2

2πmekTe

⎛
⎝⎜

⎞
⎠⎟

3/2

= 1
2
neλe

3   (4.9) 

where λe is the electron thermal wavelength. 
Transition rates, radiative properties and material properties must all be modified from the formulas used for low-

density plasmas.  A discussion of the thermodynamics of a degenerate electron gas is available from most textbooks 
on statistical mechanics, e.g. [15].  For convenience, we quote expressions for the electron energy density and 
pressure, 

 Ee = nekTe
I3/2 (µ / kTe )
I1/2 (µ / kTe )

, Pe = 2
3 Ee   (4.10) 

A result of particular utility for CR models is the Saha equation for degenerate electrons [14] 

 
Ni+1

Ni

eµ/kTe = Zi+1(Te )
Zi (Te )

e−ΔE /kTe   (4.11) 

Since this form of the Saha equation is valid for arbitrary degeneracy, we can use the detailed balance relationships 
derived for low-density plasmas simply substituting eµ/kT for each occurrence of ½ neλe

3. 
Including degeneracy, the transition rate for a collisional excitation of energy ΔE becomes 

 Cij
cx = v ε( )

ΔE

∞

∫ σ c
ij ε( ) fe ε( ) 1− Fe ε − ΔE( )⎡⎣ ⎤⎦dε   (4.12) 

where the integral over the electron distribution now includes a blocking factor 1− Fe[ ]   for the outgoing electron of 
energy ε-ΔE.  Expressing the cross section in terms of the collision strength Ω ∝ εσ (or equivalently, the Gaunt 
factor), the transition rate is proportional to the integral 

 I cx = 4
π
1
λe
3 Ω ε( )
ΔE

∞

∫
1

1+ e ε−µ( )/kTe 1−
1

1+ e ε−ΔE−µ( )/kTe
⎡
⎣⎢

⎤
⎦⎥
dε
kTe

  (4.13) 

where we have omitted the constants relating Ω and εσ.  Since the collision strength varies slowly with energy, we 
first assume that the collision strength is a constant.  The integral can then be done analytically, giving 

 I cx = 4
π

Ω
λe
3

e−ΔE /kTe

1− e−ΔE /kTe
ln 1+ eµ/kTe

1+ e µ−ΔE( )/kTe
⎡

⎣
⎢

⎤

⎦
⎥   (4.14) 

while the same integral in the absence of degeneracy gives 

 Ind
cx = 4

π
Ω
λe
3 e

µ−ΔE( )/kTe   (4.15) 

The ratio of these two integrals then provides a “degeneracy factor” which, when multiplied by a non-degenerate 
transition rate, produces the equivalent transition rate incorporating degeneracy effects 

 β cx = e−µ/kTe

1− e−ΔE /kTe
ln 1+ eµ/kTe

1+ e µ−ΔE( )/kTe
⎡

⎣
⎢

⎤

⎦
⎥   (4.16) 

The expression in brackets varies slowly with µ/kTe, becoming a constant, ΔE/kTe, in the high-density limit.  The 
transition rate does not increase further with electron density, unlike the non-degenerate case, being restricted by the 
limiting value of the electron distribution function. 

While the collision strength is not strictly constant, small deviations do not affect the degeneracy factor 
significantly. For collision strengths well approximated by a constant plus a logarithmic term (e.g. Gaunt factors of 
Mewe [16] or Van Regemorter [17]), the formula underestimates the numerical degeneracy factor by at most a 
factor of a few while the degeneracy factor itself decreases by ten orders of magnitude.  Collision strengths of 
forbidden transitions tend to vary in leading order as ε-1 or ε-2 and for these transitions the formula overestimates the 
degeneracy factor by a similar factor.  If higher accuracy is desired, numerical integrations corresponding to ln(ε) 
and ε-n terms could provide slowly varying corrections to the above degeneracy factor. 

A collisional ionization of energy ΔE produces two outgoing electrons of energy ε’ and ε-ε’-ΔE and the transition 
rate integral contains blocking factors for both electrons 
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 Cij
ci = dε v ε( )

ΔE

∞

∫ fe ε( ) d ′ε σ c
ij ε , ′ε( ) 1− Fe ′ε( )⎡⎣ ⎤⎦ 1− Fe ε − ′ε − ΔE( )⎡⎣ ⎤⎦

0

ΔE

∫   (4.17) 

Assuming that the differential cross section σ(ε,ε’) is independent of ε’ and that the collision strength is independent 
of ε leads to a degeneracy factor for collisional ionization rates of 

 β ci = e− µ−ΔE( )/kTe dε
1+ e ε−µ( )/kTe

1
ε − ΔE( )ΔE

∞

∫
d ′ε
kTe

1− 1
1+ e ε− ′ε −µ( )/kTe

⎡
⎣⎢

⎤
⎦⎥0

ε−ΔE

∫ 1− 1
1+ e ε− ′ε −ΔE−µ( )/kTe

⎡
⎣⎢

⎤
⎦⎥

  (4.18) 

The double integral cannot be done analytically, but the expression 
 β ci ≈ζβ cx , ζ = ln 1+ e−µ/kTe( )   (4.19) 

provides a very good approximation over a wide range of parameters.  Fig. 2 presents these degeneracy factors for a 
transition with ΔE/kTe = 1.  Choosing a different value of ΔE/kTe shifts the curves slightly in µ/kTe, but does not 
change their character. 

 

 
 

Fig. 2.  Degeneracy factors for a transition with ΔE/kT = 1.  The dashed 
line gives the degeneracy factor for excitation βcx. The solid black line 
gives the degeneracy factor for ionization βci from Eq. (4.19).  The solid 
gray line gives βci from a numerical evaluation of Eq. (4.18). 

The degeneracy factor for ionization drops more sharply with increasing µ/kTe than the factor for excitation, due 
to the presence of blocking factors for both outgoing electrons.  The main approximation here is the assumption that 
the differential cross section is independent of the outgoing electron energy.  However, numerical integrations using 
a more realistic differential cross section [18] give results that are virtually indistinguishable from those obtained 
with a differential cross section independent of ε’. 

Electron degeneracy also affects other transitions that involve free electrons.  Photoionization produces a single 
outgoing free electron and requires an appropriate blocking factor, decreasing the absorption coefficient for photons 
close to threshold energy.  Autoionization transitions should be treated in a similar manner, although the emitted 
electrons tend to be of relatively high energy and minimally affected by degeneracy. 

More important are transitions between free electron states, i.e. bremsstrahlung and inverse bremsstrahlung, 
which do not affect the bound state distributions but can be critical in determining the energy balance of a dense 
radiating plasma.  The effects of degeneracy on these absorption and emission processes have been discussed in the 
literature in varying levels of detail, e.g. [19-20], but can be understood in terms of the previous discussion.  Each 
such (absorption) transition involves a single incoming electron of energy ε and a single outgoing electron of energy 
ε-hν, with a cross-section inversely proportional to electron velocity (incorporating various quantum effects into a 
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Gaunt factor).  Accordingly, under the assumption of a constant Gaunt factor, the degenerate and non-degenerate 
treatments differ by the factor βcx, with the substitution of hν for ΔE.  We note that plasma collective effects can also 
strongly affect radiative properties [21] and assume that these effects can be treated independently. 

 
 

 
 
5. Detailed balance, energy conservation and discretization 
 
The principle of detailed balance is used extensively in CR modeling to relate forward and inverse rates, ensuring 

that the CR model does indeed produce an equilibrium atomic population distribution when driven by thermal 
photon and electron distributions.  As discussed in Section 2, Kirchoff’s law, relating the radiative emission and 
absorption coefficients in LTE, is a corollary of this principle and ensures that there is no net energy transfer 
between radiation and matter when the radiation is also in equilibrium with the matter.  However, the numerical 
realization of Kirchoff’s law and, separately, total energy conservation depend on the discretization of the radiation 
field and the atomic levels. 

The numerical issues can be demonstrated by considering a single radiative excitation / de-excitation, as the ratio 
of emission and absorption coefficients for each transition must also obey Kirchoff’s law.  Using the expressions for 
absorption and emission coefficients from Section 2b and assuming a Boltzmann distribution of excited states results 
in a source function 

 Sν
ij = 2hν

3

c2
gi
g j y j

yi −
gi
g j y j

= 2hν
3

c2
1

eEij /kTe −1
  (5.1) 

which is equal to the Planck function only for hν =Eij.  This discrepancy is not due to an assumption of a narrow line 
profile, but instead comes from treating the energy levels as monoenergetic.  Since the cross section is not a delta 
function, a photon of energy hν can induce a transition of energy Eij ≠ hν.  The consequences of this inconsistency 
become more significant as line profiles become wider, due to either increasing density or the use of statistical 
treatments such as unresolved transition arrays (UTA).  A similar discrepancy will occur for radiative ionization / 
recombination transitions if the threshold photon energy does not match the transition energy. 

A physically motivated, but expensive, remedy would be to treat each energy level as having a finite width, 
dividing it into sublevels.  This approach would allow (or require) including those (near-) elastic collisions that 
distribute populations within the energy level (as is done in some treatments of partial redistribution [6]).  
Fortunately, the correct LTE source function can be obtained by slightly modifying the emission coefficient from 
that given in Eq. (2.14) to account for the mismatch between the photon energy and the transition energy: 

 ην
ij = eEij /kTe −1

ehν /kTe −1
⎛

⎝⎜
⎞

⎠⎟
2hν 3

c2
gi
gj
σν

ij   (5.2) 

The total source function calculated in this manner will match the Planck function when the populations have a 
thermal distribution. 

This can be a critical issue when driving thermal radiation transport with a CR model under near-LTE conditions.  
Fig. 3 shows the source functions obtained with a screened-hydrogenic atomic model for Kr that uses 
superconfigurations and UTAs [22].  The CR model was evaluated in LTE for a material temperature of 100 eV and 
an ion number density of 1018 cm-3.  The solid line was obtained with uncorrected emission coefficients, while the 
dashed line used Eq. (5.2) and is indistinguishable from the Planck function.  A measure of the inconsistency is 
given by frequency-integrating the source function, which for the uncorrected case is only 84% of the integrated 
Planck function.  This produces a gross imbalance in the material energy equation, leading to incorrect material 
temperatures.  Figure 4 shows the steady-state material temperature obtained by integrating the material energy 
equation, as a function of radiation temperature for the same number density.  
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Fig. 3.  Source function for a Kr plasma with Te = 100 eV and 
ni = 1018 cm-3.  The solid line was obtained with uncorrected 
emission coefficients from Eq. (5.1), while the dashed line 
used Eq. (5.2). 
 

Fig. 4.  Steady-state material temperature obtained from 
material energy equation as a function of radiation temperature 
using uncorrected emission coefficients.  The dashed line gives 
Te = Tr as a reference. 

 
 
While this expression can be applied directly to the emission at any given frequency, energy equilibrium is a 

statement about frequency-integrated emission and absorption.  To analyze that, we must consider the discretized 
radiation field as used in both the CR model and in the radiation transport.  We assume a multigroup description of 
the radiation field and denote a quantity X that has been averaged over group g as Xg, e.g. the intensity averaged over 
the group is given by 

 Jg =
1

νg −νg−1

Jν dν
νg−1

νg

∫   (5.3) 

The discretized material energy equation becomes 

 
dEm

dt
= 4π α g Jg − Sg( )(νg −νg−1)

g
∑   (5.4) 

Evaluating this in equilibrium with Jν =Bν, then each summand must be zero, giving the result for the discretized 
emission coefficient 

 ηg
ij = eEij /kTe −1

ehν /kTe −1
⎛

⎝⎜
⎞

⎠⎟
gi
gj
σν

ijBg   (5.5) 

These modifications to the emission coefficients ensure the correct equilibrium behavior, but they are not 
sufficient to guarantee energy conservation away from equilibrium.  The underlying cause is the possible mismatch 
between the average photon energy in the radiation transport and the transition energy.  For a single radiative 
excitation, each transition increases the material energy by Eij while the radiation energy decreases by hνg.  
Multiplying both the absorption and emission coefficients by Eij / hνg restore energy conservation.  In most cases, 
this correction is very small.  However, it can become significant if, for efficiency or accuracy purposes, transition 
energies do not correspond to the level energies. 

One additional degree of freedom in the connection between the CR model and radiation transport is that the 
definition of Jg does not uniquely specify the values of Jν within group g to be used for calculating transition rates.  
This can be used to e.g. drive low-energy transitions with a better representation of a Planckian than would 
otherwise be possible with a small number of groups.  If Jν differs from Jg, then the aforementioned correction must 
be modified to maintain energy conservation. 
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6. Conservation and consistency in non-LTE thermal radiation transport 
 
The material presented in the previous section applies to the CR model and is primarily aimed at achieving 

equilibrium information for use in thermal radiation transport.  We now consider the more general non-equilibrium 
case, with the emphasis again on the material energy equation.  In the following, the mass density is kept fixed and, 
for simplicity, we refer to a single material temperature T. 

The goal for radiation transport is to obtain a self-consistent solution of the radiation transport equation and the 
material energy equation.  Most transport algorithms used in RH codes assume that LTE holds and exploit that 
assumption to efficiently provide a consistent solution in terms of the material temperature.  Consistency, as used 
here, means that the solution satisfies both equations when evaluated with updated temperatures and intensities.  The 
solution will also conserve energy if the change in material energy density, as obtained by evaluating the EOS at the 
given temperature, matches the change in energy given by the material energy equation.  The system of equations is 
both nonlocal and nonlinear in temperature, but many effective solution methods are available. 

Our concern here is not the solution method, but the treatment of the material energy equation.  For simplicity, 
we adopt a simple time-discretization: 

 
  
Em(T 1)− Em(T 0 ) = 4π Δt αν (Jν

1 − Bν (T 1))∫ dν   (6.1) 

where the superscript “0” refers to the beginning of the timestep and the superscript “1” refers to the end of the 
timestep.  The prevalent approach to solving this set of equations uses a temperature expansion in the form 

 
  
cV

LTE (T * −T 0 ) = 4π Δt αν (Jν
* − Bν (T 0 )+

∂Bν

∂T
(T * −T 0 ))∫ dν   (6.2) 

where the superscript “*” refers to an intermediate temperature.  The solution procedure solves for Jν
* and T*, 

updates the source function, and repeats.  Successive iterations should approach Jν
1 and T1 as (and if) the algorithm 

converges.  Using the specific heat to express the change in material temperature introduces an error into the energy 
balance, as the iterations actually converge to 

 
  
cV

LTE (T 1 −T 0 ) = 4π Δt αν (Jν
1 − Bν (T 1))∫ dν   (6.3) 

instead of Eq. (6.1).  In most cases, this error is small.  In LTE, evaluating the EOS at the beginning of each iteration 
to update the material energy leads to 

 
  
cV

LTE (T 1 −T *)+ Em(T *)− Em(T 0 ) = 4π Δt αν (Jν
1 − Bν (T *)+

∂Bν

∂T
(T 1 −T *))∫ dν   (6.4) 

which does converge to Eq. (6.1). 
This formulation explicitly uses the fact that the both the material energy density and source function (which in 

LTE is the Planck function) are dependent only on the temperature.  When LTE does not hold, then both the 
material energy density and source function (or emission coefficient) also depend on the intensity.  An equivalent 
approach to that described above would use derivatives with respect to intensity as well as temperature, e.g. 

 
  
Sv (T *, Jv ) ≈ Sv (T 0 , Jv

0 )+
∂Sv

∂T
(T * −T 0 )+

∂Sv

∂Jv '

(Jv ' − Jv '
0 )

ν '
∑   (6.5) 

but requires significant changes to the radiation transport.  Ignoring the radiation response terms and using an 
expansion in temperature (with a non-LTE source function), such as 

 cV
NLTE (T * −T 0 ) = 4π Δt αν [Jν − Sν (T

*)− ∂Sν
∂T

(T * −T 0 )]∫ dν   (6.6) 

may work but will not conserve energy, as the left hand side of this equation is no longer the change in material 
energy and the right hand side is no longer the change in radiation energy. 

As discussed in section 3, even if the conditions are in (or close to) LTE, the non-LTE specific heat can be much 
smaller than the LTE specific heat, leading to large temperature excursions or even divergence.  A similar difficulty 
arises from expanding the source function (or emission coefficient).  If the source function is close to a Planck 
function, using the temperature derivative without accounting for the material response to radiation may destabilize 
the solution algorithm.  These issues are discussed in [7] and an ansatz designed for use under near-LTE conditions 
is proposed in [22]. 
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One further difference from the LTE case arises from the fact that the material energy density itself is obtained 
from a time evolution of the CR system.  We must now distinguish three values of the energy density: Em

0 at the 
beginning of the CR calculation, Em

1 at the end of the CR calculation (and the beginning of the radiation transport) 
and Em

2 at the end of the radiation transport.  Both Em
0 and Em

1 are evaluated at the initial temperature T0, with the 
difference between them due to evolution at fixed temperature, density and radiation intensity.  The material energy 
equation becomes 

 
  
Em

2 − Em
1= 4π Δt (αν Jν −ην )∫ dν + (Em

0 − Em
1 )   (6.7) 

where the last term, Em
0-Em

1, is an energy source (or sink) corresponding to the time derivative ∂Em ∂t( )Jν ,T . 

As in the LTE case, the energy errors can be reduced by repeated evaluations of the CR model to update the 
material energy and the source function.  As the solution converges, the neglected terms decreases in importance.  
This approach can be computationally expensive, but even a single iteration may improve the solution significantly. 

These considerations have proven to be significant in RH simulations of indirectly driven inertial confinement 
fusion (ICF) capsules on the National Ignition Facility.  Achieving energy production from a capsule requires a 
finely tuned implosion and energy conservation in the simulation is critical.  Conditions in the DT-filled plastic 
capsule near the ablation surface are very close to LTE.  Fig. 5 presents the energy production rate as a function of 
time obtained from a simulation using four different treatments of the radiation transport.  The production rates have 
been normalized relative to the total energy produced in the reference case and the time is relative to the peak 
production rate of the same case.  The reference case assumed the material remained in LTE.  The simulation for 
curve A changed the temperatures to conserve energy, while the simulation for curve B used the temperatures as 
obtained from the radiation transport.  The simulation for curve C evaluated the CR model with updated 
temperatures and intensities and re-evaluated the radiation transport one time to obtain a more consistent set of 
temperatures and material energy densities.  All curves are labeled with the total energy produced, relative to the 
LTE simulation.  Differences between each pair of curves are experimentally significant. 

 

 
 

Fig. 5.  Relative energy production rate as a function of time for a 
simulated ICF capsule implosion.  The gray curve shows the result 
obtained assuming LTE.  Curve A changed temperatures to conserve 
energy, while curve B used the temperatures as obtained from the 
radiation transport.  Curve C evaluated the CR model with updated 
temperatures and intensities.  All curves are labeled with the total energy 
produced, relative to the LTE simulation. 
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7. Summary 
 
Employing a collisional-radiative model in a radiation hydrodynamics code requires modifying the usual 

formalism.  Simulations require both material properties and response functions.  Providing information for the high 
densities that may be encountered in a simulation requires including ionization potential depression and electron 
degeneracy.  Maintaining energy conservation puts constraints on the discretized equations.  These requirements can 
be met through straightforward modifications to the CR system, extending the range of a radiation hydrodynamics 
code to conditions that are far from LTE. 
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